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Abstract

Background: Computer models inform our response to COVID-19. While models are routinely criticised for their assumptions, the algorithms and the quality of code implementing them avoid scrutiny and, hence, cannot be justified.

Problem: Assumptions in programs are hard to scrutinise as they are rarely explicit. In addition, both algorithms and code have bugs, effectively unintentional and unknown assumptions with unwanted effects. Code is fallible. Any model interpretation that relies on code is therefore fallible.

Solutions: Code can be made much more reliable using software engineering good practice. Three specific solutions are presented. First, professional software engineers can help. Secondly, Software Engineering Boards (supplementing and analogous to Ethics or Institutional Review Boards) must be instigated and used. Thirdly, code must be considered an intrinsic part of any model, and therefore must be formally reviewed by competent software engineers.

“Criticism is the mother of methodology.”
Robert P Abelson
Statistics as Principled Argument, 1995

Introduction

Let us start with an analogy. It is uncontroversial to report statistics fully and carefully in the scientific literature. For example, a statistical claim might be written-up as follows:
Random intercept linear mixed model suggesting significant time by intervention-arm interaction effect. Bonferroni adjusted estimated mean difference between intervention-arms at 8-weeks 2.52 (95% CI 0.78, 4.27, \( p = 0.0009 \)).

Between group effect size \( d = 0.55 \) (95% CI 0.32, 0.77).

All the numbers here are likely to have been generated by computer, but a standard form — confidence intervals, \( p \) levels, and so on — is used to present them so the claims can be seen to be complete, and are easy to interpret and to scrutinise.

Computers are now very widely used, not just to calculate statistics from data, but to run the models that generate the data that is analysed. Strangely, the reliance on computer code to generate data (or graphs) is rarely adequately justified, and hence presenting results, such as the statistics above, in conventional ‘rigorous’ ways may be deceptive. As a matter of fact, the results claimed are no more reliable than the code that was used to generate them.

Just as failure to properly articulate statistics undermines the value of scientific claims, failure to properly document and explain computer code undermines its scientific value, as well as undermining the scientific value of the models and the results it generates. Indeed, as few papers use code that is as well-understood and as well-researched as standard statistical procedures (such as Bonferroni corrections), the scientific problems with poorly reported code are potentially much worse.

Code, and results from code, need to be presented in a way that ground belief in claims derived from using them. Specifically, code must be developed in a sufficiently rational and rigorous way that is able to support clear presentation and scrutiny (developing justifiably reliable code is the domain of software engineering, which will be discussed further below). We would not believe a statistical result that was obtained from an ad hoc analysis with some new method; instead, we demand statistics that is recognisable, even traditional, so we are assured we understand what the scientist has done, and more importantly, we understand how the scientist got the results they did — or how they should have.

Focusing on epidemic modelling, this paper shows that accepted levels of code quality and discussion in scientific research urgently need addressing.

To make critical claims, to inform policy making or to underpin further research, models need to be run under varying assumptions. Being able to understand (at least in principle) the exact code used in implementing a model is critical to having confidence in the results that rely on it. Unfortunately, code is rarely seen as a research contribution in its own right: it is rarely published in any useful form or discussed in sufficient detail, as this paper will show.

Code needs to be carefully documented and explained because all code has tacit assumptions, bugs and cybersecurity vulnerabilities that, if not articulated, can affect results in unknown ways that may undermine the claims. The problem is analogous to the problem of failing to elaborate statistical claims properly: failure to do so suggests that the claims may have unknown limitations or even downright flaws.

Even good quality code has, on average, a defect every 100 lines — and that rate is only achieved by experienced industrial software developers. World-class software can attain
maybe 1 bug per 1,000 lines of code. Code developed for experimental research purposes will have higher rates of bugs than professional industrial software, because the code is less well-defined and evolves as the researchers gain new insights into their models. It is therefore inevitable that typical modelling code has many bugs. Such bugs undermine confidence in model results.

State of the art

A review of epidemic modelling\(^5\) says, “we use the words ‘computational modelling’ loosely,” and then, curiously, the review discusses exclusively mathematical modelling, implying there is no conscious role for code. Yet without code, models could not be run.

A systematic review\(^6\) of published COVID models for individual diagnosis and prognosis in clinical care, including apps and online tools, noted the common failure to follow standard TRIPOD guidelines\(^8\) (TRIPOD guidelines ignore code completely, let alone its quality.) The review ignored the mapping from models to their implementation, yet if code is unreliable, the model cannot be reliably used, and cannot be reliably interpreted. It should be noted that flowcharts and other implementations of models, which the review did consider, are programs intended for direct human use. They too must be designed at least as carefully as computer programs, for exactly the same reasons: it is hard to program reliably.

A high-profile 2020 COVID-19 model\(^8\),\(^9\) uses a modified 2005 computer program\(^10\),\(^11\) for H5N1 in Thailand, which did not model air travel or other factors required for later western models. The 2020 model forms part of a series of papers\(^8\)–\(^11\) none of which provide details of the code. A co-author disclosed\(^12\) that the code is thousands of lines long and is undocumented C code. As Ferguson, the code author, said in an interview, “For me the code is not a mess, but it’s all in my head, completely undocumented. Nobody would be able to use it . . . ”\(^13\)

This is problematic, especially as the code would have required many non-trivial modifications to update it for COVID-19 with different assumptions; moreover, the code would have had to have been updated very rapidly. If this C code had been made available for review, the reviewers would not have known how to evaluate it without documentation. It is, in fact, hard to imagine how a large undocumented program could have been repeatedly modified over fifteen years without becoming incoherent. If code is undocumented, there would be an understandable temptation to modify it arbitrarily to get desired results; worse, it is methodologically impossible to distinguish legitimate attempts at debugging from merely fudging the results. In contrast, if code is properly documented, the documentation defines the original intentions (including formally using mathematics), and therefore any modifications need to be properly justified and explained — or the theory revised.

The programming language C is not a dependable language; to develop reliable code in C requires professional tools and skills. Moreover, C code is not portable, which limits making it available for other scientists to use safely (C gets different results on different compliers, libraries, and hardware).
Because of its importance, a project started to document this COVID model. Documenting the code now may describe what it does, including bugs, but it is unlikely to explain what it should have done. If nothing else, as the code is documented, bugs will be found, which will then be fixed (refactoring), and so the belatedly-documented code will not be the code that was used in the published models. It is well-known that documenting code helps improve it, so it is surprising to find an undocumented model being used in the first place. The revised code has been published, and it has been heavily criticised, supporting the concerns expressed in the present paper.

Some papers publish models in pseudo-code, a simplified form of programming. Pseudo-code looks deceptively like real code that might be copied to reproduce it, but as pseudo-code introduces invisible simplifications, using it is arguably even worse than not publishing code at all. Pseudo-code, properly used, can give a helpful impression of the overall approach of an algorithm, certainly, but pseudo-code alone is not a surrogate for code. It is not precise enough to help anyone scrutinise a model; copying pseudo-code introduces avoidable bugs. An extensive criticism of pseudo-code, and suggestions for reliable publication of code can be found elsewhere.

Only if there is access to the actual code and data (in the specific version that was used for preparing the paper) does anyone know what researchers have done, but merely making code available (for instance, providing it in Supplementary Information with papers, putting it in repositories, or using open source) is not sufficient. Some COVID-19 papers do make “documented” code available, but provide no more than superficial comments: this is not documentation as properly understood. Such comments do not explain code, explain contracts, nor explain algorithms. Some papers make unfinished, incomplete code available.

These problems appear to be representative: of 30 articles listed on Nature Digital Medicine’s top open access web page on 14 July 2020, papers were selected for review if and only if their title implied use of a computer model; 7 (58%, N=12) provide no code at all (though some may provide code on request), and 5 (42%, N=12) provide code but only with trivial comments that do not add useful information to the code. One paper in the sample does provide trivial documentation for their code, but does not provide any access to it. One paper provides a reference to a GitHub repository that is empty, and is therefore considered not to provide any code (a plausible inference is that no version control or repository was used during preparation of the paper and the authors are planning to migrate to GitHub, but did not do so in time for publication).

None of the sample provide any code with adequate documentation, so none can be considered to provide code that is open to proper review or wider scientific scrutiny — all the code (when provided) is too complex to understand without adequate documentation. (Sample data is provided in this paper’s Supplementary Information.)

If full code is made available, it may be technically “reproducible,” but the scientific point is to be able to understand and challenge, potentially refute, the findings; to do that, much more is required than merely being able to run the code.
Table 1: Summary of exploratory survey.

<table>
<thead>
<tr>
<th>Description</th>
<th>Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of papers relying on code</td>
<td>32</td>
<td>100%</td>
</tr>
<tr>
<td>Have some or all code accessible</td>
<td>12</td>
<td>37%</td>
</tr>
<tr>
<td>Use code repository, e.g., GitHub (1 was empty)</td>
<td>11</td>
<td>34%</td>
</tr>
<tr>
<td>Helpful comments</td>
<td>5</td>
<td>16%</td>
</tr>
<tr>
<td>Trivial comments</td>
<td>8</td>
<td>25%</td>
</tr>
<tr>
<td>No or uninsightful comments (e.g., copyright)</td>
<td>19</td>
<td>59%</td>
</tr>
<tr>
<td>Some or all code on request</td>
<td>8</td>
<td>25%</td>
</tr>
<tr>
<td>No code available</td>
<td>12</td>
<td>37%</td>
</tr>
<tr>
<td>Use data repository, e.g., Dryad</td>
<td>8</td>
<td>25%</td>
</tr>
</tbody>
</table>

Even if a computer can run it, badly-written code (as found in all the research reviewed in this paper) is inscrutable, even if its original programmers think otherwise. Only if there is access to adequate documentation can anyone know what the researchers intended to do. Without all three (code, data, adequate documentation), there are dangers that a paper simplifies or exaggerates the results reported, and that bugs and errors in the code or data, perhaps unnoticed by the paper’s authors, have affected the results they report.

Making poor code (including pseudo-code) available without proper documentation and without discussing its limitations is unethical: it encourages others to reproduce and build on poor work.

**Looking beyond pandemic modelling**

The problems of unreliable code are not limited to COVID-19 modelling, which, understandably, has perhaps been rushed into publication. For instance, a 2009 paper reporting a model of H5N1 pandemic mitigation strategies provides no details of its code. Its supplementary information, which might have provided code, no longer exists.

A small sample of papers covering a broad range of science were selected from current online editions (as of July 2020) of *Nature Digital Medicine*, *Royal Society Open Science* and *Lancet Digital*, based on the paper’s title implying that a program has been used in the published research. Commentary, correspondence and editorials were excluded. The sample misses many papers that do use code, but the criterion selects papers where the wording of the title indicates that code is considered a component of the scientific contribution. Indeed, all sampled papers used code in their research.

This is not a representative sample of scientific research in general, but it is a selection of recent papers that have been accepted for publication after rigorous peer review in high-profile, highly competitive leading peer-reviewed journals. The sample arguably represents what a broader community currently considers to be best practice. The data is summarised in Table 1.

One paper claimed to have accessible code, but there was no code on the nominated
server. Only one paper had more than one version of code (on GitHub), suggesting that it is rare to use version control systems. The evidence implies that manually developed code is uploaded to a repository before submitting the paper to just “go through the motions,” and that published code is not maintained.

8 papers used the Dryad Digital Repository or similar (Figshare etc) to provide structured access to their data. Unlike GitHub, Dryad has scientifically-informed guidelines on handling data, and all papers that used Dryad provided more than just their raw data — they provided a little, sometimes substantial, documentation for their data. The only paper providing documentation for their code used Dryad to publish and document their code.

It should be noted that almost all of the available code contains “magic numbers” — that is, data masquerading as code. This common practice ensures that the published data is rarely all of the relevant data, and emphasises the need for repositories like Dryad to require the inclusion of code.

Evidently, effective access to code is not just an afterthought, it rarely happens. Providing structured repositories that provide suggestions for and encourage good practice (such as Dryad), and requiring their use, would be a lever to improve the quality and value of code in published papers.

The Supplementary Material provides a summary of the analysis, and citations for all papers in the sample.

Bugs, code and programming

Critiques of data and model assumptions are very common. Yet data and program are equivalent; indeed, all the code examined for this paper includes “magic numbers” — data and assumptions written into program code. It is curious, then, that program code is not critiqued, particularly as typical code has less certain provenance than data, which is generally well-documented.

Bugs can be understood as discrepancies between what code is intended to do and what it actually does. Many bugs cause erroneous results, but bugs may be “fail safe” by causing a program to crash so no incorrect result can be delivered. Better, contracts and assertions are essential defensive programming technique that block compilation or block execution with incorrect results; they turn bugs into safe termination (see Supplementary Information). None of the code examined for this paper includes either.

If code is not documented it cannot be clear what it is intended to do, so it is not even possible to detect and eliminate bugs. Indeed, even with good documentation, intentional bugs will remain, that is, code that correctly implements the wrong things. For instance, in numerical modelling, using an inappropriate method can introduce errors that are not “bugs” in the sense of incorrectly implementing what was wanted (e.g., ill-conditioning), but are bugs in the sense of producing incorrect results — that is, what was wanted was naive. Similarly, misuse of random numbers (e.g., using standard libraries without testing them) is a common
cause of bugs.\textsuperscript{24}

Following the Dunning-Kruger Effect\textsuperscript{25} unqualified programmers over-estimate their programming skills because they do not have the skills to recognise their lack of knowledge. Dunning and Kruger say,

“People usually choose what they think is the most reasonable and optimal option \[ \ldots \] The failure to recognise that one has performed poorly will instead leave one to assume that one has performed well; as a result, the incompetent will tend to grossly overestimate their skills and abilities. \[ \ldots \] Not only do these people reach erroneous conclusions and make unfortunate choices, but their incompetence robs them of the metacognitive ability to realise it.”

Unlike many skills (skating, brain surgery, \ldots) programming is one where errors can go unnoticed for long periods of time. The worse programmers are, the more trivial bugs they tend to make. Trivial bugs are easy to find so, ironically, being a poor programmer \textit{increases} one’s self-assessment because debugging seems very productive. It is easy for poor programmers and their associates to believe they are better than they actually are.

It sounds harsh to call programmers incompetent, but challenged with the complexity of programs and the complexity of the domains programs are applied in, we are all incompetent and succumb to the limitations of our cognitive resources, creating blindspots in our thinking.\textsuperscript{26} We \textit{all} make mistakes we are unaware of, and for all sorts of reasons. We therefore generally have a higher opinion of our own competence than is justified.

Computers themselves are also a part of the problem. Naïvely modifying a program can make it more complex, and hence less scrutable. In theory, programs can be written so that it is not possible to determine what they do or how they do it (whether deliberate obfuscation or accidentally), except by running them, if indeed it is possible to exactly reproduce the necessary context to do so.\textsuperscript{27} The point is, introducing bugs has to be avoided in the first place.

The Call to Action, next, together with this paper’s Supplementary Information provides solutions.

\textbf{Call to action}

Computer programs are the laboratories of modern scientists, and should be used with a comparable level of care that virologists use in their laboratories — lab books and all\textsuperscript{21} — and for the same reasons: computer bugs accidentally cultured in one laboratory can infect research and policy worldwide. Given the urgency of rigorously understanding COVID-19, any epidemic for that matter, it is essential that epidemiologists engage professional software engineers to help develop reliable laboratory methodologies. For instance, code lab books can be generated and signed easily.

Software used for informing public health policy, medical research or other medical applications is \textit{critical software}. Professional critical software development, as used in aviation
and the nuclear power industry, is (put briefly) based on correct by construction effectively, design it right first time, supported by numerous rigorous techniques to manage error. (See this paper’s Supplementary Information.) Not coincidentally, these are exactly the right methods to ensure code is both dependable and scrutable. Conversely, not following these practices undermines the rigour of the science.

An analogous situation arises in ethics. There are some sorts of research that are ethically unacceptable, but few people have the ethical expertise to make sound ethical judgements — particularly when it comes to assessing their own work. Misuse of data, exploiting vulnerable people, and not obtaining consent are typical problems. National funders, and others, therefore require Ethics Boards to formally review ethical quality. Medical journals will not publish research that has not undergone ethical review.

Analogously, and supplementing Ethics Boards, Software Engineering Boards would authorise as well as provide advice to guide the implementation of high-quality programming. Just as journals require conflicts of interest statements, data availability statements, and ethics board clearance, we must move to epidemic modelling papers — and in due course, all scientific papers — being required to include Software Engineering Board clearance statements as appropriate. Interestingly, Software Engineers have a code of ethics that applies to their work in epidemic modelling.

There need to be many Software Engineering Boards (SEBs) to ensure convenient access and oversight, certainly at least one per university. Active, senior, professors of software engineering should be on these SEBs; this is not a job for people who are not qualified in the area or not actively connected with the true state of the art. There are many high-quality software companies (especially those in safety-critical areas like aviation and nuclear power) who would be willing to help.

Open Source generally improves the quality of software. SEBs will take account of the fact that open source software enables contributors to be located anywhere, typically without a formal contractual relationship with the leading researchers. Where appropriate, then, SEBs might require local version control, unit testing, static analysis and other quality control methods for which the lead researcher remains responsible. See the Supplementary Information for further suggestions.

A potential argument against SEBs is that they may become onerous, onerous to run and onerous to comply with their requirements. A more mature view is that SEBs need their processes to be adaptable and proportionate. If software being developed is of low risk, then less stringent engineering is required than if the software could cause frequent and critical outcomes, say in their impact on public health policy for a nation. Hence SEBs processes are likely to follow a risk analysis, perhaps starting with a simple checklist. There are standard ways to do this, such as following IEC 61508:2010 or similar. Following a risk analysis, the Board would focus scrutiny where it is beneficial without obstructing routine science.

A professional organisation, such as the UK Royal Academy of Engineering ideally working in collaboration with other national international bodies such as IFIP, should be asked to develop and support a framework for SEBs. SEBs could be quickly established to provide
direct access to mature software engineering expertise for both researchers and for journals seeking competent peer reviewers. In addition, particularly during a pandemic, SEBs would provide direct access to their expertise for Governments and public policy organisations. Given the urgency, this paper recommends that ad hoc SEBs should be established for this purpose.

Further issues are discussed in the Supplementary Information.

**Conclusions**

The challenge to epidemic modelling, then, is to manage software development to reduce the impact of bugs and poor programming practices. Epidemic models should be explicit on their methodologies, limitations and weaknesses, and software methodologies should not be ignored.

Unfortunately, while programming is easy, and is often taken for granted, programming well is very difficult. Programming well is essential for modelling epidemics. Simply put, without quality code and data, research is not open to scrutiny, let alone proper review. Many would argue that availability of code and data ensure research is reproducible, but that is a very weak criterion: both need to be documented and clear enough to be challengeable. Current epidemiological coding practice is an alarming basis for public policy.

We must prioritise getting appropriate professional software engineering skills and resources to bear on the COVID-19 pandemic without delay. While this paper’s Supplementary Information summarises relevant software engineering practice, Software Engineering Boards are a constructive and practical way to support and improve computer-based epidemic modelling.

Future work should extend improving software standards in other areas, particularly in healthcare.
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Further issues for Software Engineering Boards

Software Engineering Boards, henceforth SEBs, will be used to ensure that critical code, including epidemic modelling, is of high standard, to provide assurance for scientific papers, Government public health and other policies, etc, that the code used is of appropriate quality for its intended uses.

Further details of the SEB proposals are in the main paper. Here we raise some issues, potential limitations and possible responses that can be addressed over time:

1. Until there are national qualifications, nobody — certainly nobody without professional training in software — really knows just how bad (or good) they are at software engineering.

2. Although SEBs may start with a checklist approach, like Ethics Boards generally do, it cannot be assumed that people approaching SEBs know enough about software engineering to perform adequate software assessments when there is any risk (as there is in public policy, medical apps, and so on). SEBs may also provide mentoring and training.

3. Unlike Ethics Boards, which provide hands-off oversight, SEBs should provide professional advice, perhaps providing training or actually helping hands-on develop appropriately reliable software. During a pandemic Boards would be very willing to do this, but in the long run it is not sustainable as voluntary labour, so all research, particularly medical research, should include support for professional software engineering.
4. Ethics Boards typically require researchers to fill in forms and provide details, which is a feasible approach as researchers know if they are doing experiments on children, for instance, so the forms are relatively easy to fill in (if often quite tedious). On the other hand, few healthcare and medical researchers understand software and programming, so they are not able to fill in useful software forms on their own. SEBs need to know how well engineered the software really is, not how good its developers think it is. As typical programs are enormous, SEBs are either going to need resources to evaluated programs, or they to need to supervise independent bodies that can do it for them.

5. Like some Ethics Boards, SEBs might become, or be perceived as becoming, onerous and heavy handed. It is essential that SEBs have (and perhaps are chaired by) experienced, professional software engineers to avoid this problem.

6. When code is taken seriously, concerns may be raised on programmers’ contributions to research, intellectual property rights, and co-authoring. Software engineering is a hard, creative discipline, and getting epidemiological models to work is generally a significant challenge, on a par with the setting up and exploring the mathematical models. Often the software engineers will be solving entirely new problems and contributing to the research. How this is handled needs exploring. How software engineers are appropriately credited and cited for their contributions also needs exploring.

7. SEBs require policies on membership, transparency, and accountability.

8. There should be a clear separation between the SEB members’ activities as part of the Board, and their other activities, including professional advice, code development, or training (which is likely to be in demand from the same people who require formal approvals from the SEBs).

9. Professional Engineering Bodies have a central role to play in professionalism, ranging from education and accreditation to providing professional structures for SEBs. For example, should and if so how should the programming skills taught to computational scientists (epidemiologists, computational biologists, economists, computational chemists, . . . ) be accredited?

10. In the main paper, SEBs are viewed as a constructive contribution to good science, specifically helping improve the quality of epidemiological modelling. More generally, SEBs will have wider roles, for instance in overseeing software subject to medical device regulation.

There are other ideas to help make SEBs work, but it is clear they are part of the solution and we must not let perfection be the enemy of the good. SEBs don’t need to be perfect on day one, but they do need to get going in some shape or form to start making their vital contribution.
Software engineering practices for pandemic modelling

This Supplementary Information provides more explanations and justification for the following standard software engineering practices that support reliable modelling, reliable research, and, most generally, reliable science.

The reader is referred to standard textbooks for more information. The book Why Programs Fail is a very good practical guide to developing better code, and may be found more accessible. Humphrey outlines a thorough discipline for anyone wanting to become a good programmer. Improvement is such an important activity, Humphrey has also published a book to persuade managers of the benefits.

Software Engineering includes the following, which are discussed at more length below:

(0) define requirements: how reliable does code have to be at what cost?

(1) formal methods and tool use,

(2) defensive programming,

(3) dependable programming languages,

(4) version control and open source,

(5) rigorous testing,

(6) good documentation and record keeping,

(7) usability,

(8) reusing quality-assured solutions,

(9) simplicity,

(10) explicit compliance with standards,

(11) and more factors, such as security . . .

(12) effective teamwork.

(0) Without defining requirements, not enough skilled effort will be put into designing and implementing reliable software — or excess effort will be wasted.

It is not always necessary to program well if the code to be produced is for fun, experimenting, or for demonstrations. On the other hand, if code is intended for life-critical applications, then it is worth putting more engineering effort into it. The first step of software engineering, then, is to assess the requirements, specifically the reliability requirements of the code that is going to be produced.

In practice, requirements and expectations change. Early experimental code, developed informally, may well be built on later to support models intended to inform public policy, for instance. Unfortunately, prototypes may impress project leaders who then want to rush into
production software because, it seems, “it obviously works.” Fortunately, best practice software engineering can be adopted at any stage, particularly by using reverse engineering. In reverse engineering, one carefully works out (generally partly automatically) what has already been implemented. This specification, carefully reviewed, is then used as the basis for a more rigorous software engineering process that implements a more reliable version of the system.

(1) Without formal methods, there is no rigorous and checked specification of a program, so nobody — including its developers — will know exactly what it is supposed to do.

Formal methods require sophisticated knowledge of logic, as well as practical knowledge of using appropriate formal methods tools (Alloy, HOL, PVS, SPARK, VDM, Z, and many others). Using the right tools is essential for reliable programming, because the tools do quickly and reliably what, done by hand, would be slow and error-prone. Standard tools cover verification, static analysis of code, version control, documentation, and so on — this paper explains why some of these activities are essential for reliable programming below. Crucially, tools are designed to catch common human errors that we are all prone to.

Formal methods have the huge advantage that they “think differently” and therefore help uncover design problems and bugs that can be found in no other way. Because formal methods are logical, mathematical theories (safety properties, etc) can be expressed and checked (often automatically), which provides a very high degree of fault tolerance (e.g., redundancy), and hence good reasons to believe the quality of the final code — that it does what it is supposed to do. Unfortunately, because formal methods are mathematical, few programmers have experience using them.

(2) Without defensive programming, any errors — in data, code, hardware, or in use — will go unnoticed and be uncorrected.

Defensive programming is based on a range of methods, including error checking, independent calculation (using multiple implementations written by independent programmers), assertions, regression testing, etc. Notoriously, what are often unconsciously dismissed as trivial concerns frequently lead to the hardest to diagnose errors, such as buggy handling of “well-known, trivial” things like numbers. The great advantage of defensive programming is that it detects, and may be able to recover from, bugs that have been missed earlier in the development process (such as typos in the code). Defensive programming requires professional training to be used effectively, for example it is not widely known that some choices of programming language make defensive programming unnecessarily hard.

A special case of defensive programming appropriate for pandemic modelling is mixing methods. Do not rely on one programming method, but mix methods (e.g., different numerical methods) to use and compare multiple approaches to the modelling.
(3) Using inappropriate programming languages undermines reliability.

Many popular languages are popular because they are easy to use, which is not the same as being reliable to use. The fewer constraints a language imposes, the easier it seems to be to program in, but the lack of constraints means the language cannot provide the checks stricter languages do. C, for instance, which is one of the languages widely used for modelling, is not a good choice for a reliable programming language — it has many intrinsic weaknesses that are well-known to professionals, but which frequently trap inexperienced programmers. (This is not the place for a review but Excel is even worse in this regard.) In particular, C is not a portable language (unless extreme care is taken), which means models will work differently on different types of computer. SPARK Ada is one example of a much more appropriate programming language to use. SPARK Ada also has the advantage that most Ada programmers are better qualified than most C programmers.

(4) Version control and open source organises and helps software development.

It is appreciated that the models may change and be adapted as new data and insights become available. Changing models makes it even harder to ensure that they are correct, and thus emphasises the relevance of the core message this paper: we have to find ways to make computer models more reliable, inspectable, and verifiable. Version control keeps a record of what code was used when, and enables reconstruction of earlier versions of code that has been used. Version control is supported by many tools (such as Git, Subversion, etc). If version control is not used, one has no idea what the current program actually is. Version control is essential for reproducibility it enables efforts to duplicate work to start with the exact version that was used in any published paper, provided that the published paper discloses the version and a URL for the relevant repository. Note that version control should also be used for data and web site data used by code, otherwise the results reported are not replicable.

If results cannot be reproduced, has anything reliable been contributed? When a modelling paper presents results from a model, it is important to reproduce those results without using the same code. Better still, research should be reproduced without sharing libraries or APIs (for example, results from a model using R might be reproduced using Mathematica). Reproducing the same results relying on the same codebase tells you little. The more independent reproductions of results the greater the evidence for belief in the implications.

Clearly, with the transformations a program from avian flu in Thailand to COVID-19 in the United States and in Great Britain taking place over many years, version control would have been very helpful to keep proper track of the changes. Note that professional version control repositories also provide secure off-site back up, ensuring the long-term access to the code and documentation — this would avoid loss of supplementary information problems, as occurred in.
Most version control systems would, in addition, enable open source methods so the code could be shared — and reviewed — by a wider community. Open source is not a panacea, however; it raises many trade-offs. Particularly for world-wide concerns like pandemic modelling, it increases diversity in the software developers, and fosters a diverse scientific collaboration. Open source can raise people’s standards — some countries\(^43\)\(^44\) are using Excel models to manage COVID-19, and open source projects properly implemented would help these people enormously.

Open source raises important licensing and management questions to ensure the quality of contributions. A salutary open source case is NPM, where lawyers from a company called Kik triggered Azer Koçulu, that is, a single programmer, to remove all his code from a repository. This caused problems to many thousands of JavaScript programmers worldwide who could no longer compile anything — ironically, including Kik itself.\(^45\)

Critically in the case of epidemic modelling, open source democratises the model development and interpretation, and enables properly-informed public debate. Note that many (if not most) successful open source projects have had a closed team of highly dedicated and well-paid developers.

(5) **Without testing, there is no evidence that a program works under real conditions.**

In poorly-run software development it is very easy to miss bugs, because the flawed thinking that inserted bugs in the code is going to be the same flawed thinking with the same misconceptions that tries to detect them. Rigorous testing includes methods like fault injection. Here, the idea is that if testing finds no bugs, that may be because the testing is not rigorous enough rather than that the program actually has no bugs. Fault injection inserts random bugs, and then testing gives statistical insights into the number of bugs in a program (depending on how many deliberate bugs it successfully finds). There are many other important testing methods.\(^46\)\(^47\)

(6) **Without documentation and record keeping, nobody — least of all the programmer — knows what code is supposed to do or how to get it to do it.**

Documentation covers internal documentation (how code works), developer (how to include it in other programs), configuration (how to configure and compile the code in different environments), external documentation (how the code is used), and help (documentation available while using the program).

For scientific purposes, perhaps the most important form is internal documentation: how to understand how the code works. This is different from developer documentation, which is how to use the code in other programs. For example, code for solving a differential equation needs explaining — what method does it use, what assumptions does it have? In contrast, the developer documentation for differentiation would say things like it solves ordinary differential equations with parameters \(e\) for the function \(f\) with the independent variable \(x\) in
the interval \([u, v]\), or whatever, but \textit{how} it solves equations is of little interest to the developer who just needs to use it. How code works — internal documentation — is essential for the epidemiologist, or more generally any scientist. An example of a simple SIR epidemiological model’s internal documentation can be found at

http://www.harold.thimbleby.net/sir

There are many tools to help manage documentation (Javadoc, Doxygen, . . . ). Literate programming is one very effective way of documenting code, and has been used for very large programming projects.\(^7\) Literate programming has also been used directly to help publish clearer and more rigorous papers based on code — a paper that also includes a wider review of the issues.

Documentation should be supplemented by details of algorithms and proofs of correctness (or references to appropriate literature). All the documentation needs to be available to enable others to correctly download, install and correctly use a program — and to enable them, should they wish, to repurpose it reliably for their own work. In addition, documentation requires specifications and, in turn, their documentation.

A important role of documentation is to cover configuration: how to get code to work — without configuration, code is generally useless. The most basic is a README file, which explains how to get going; more useful approaches to configuration include make files, which are programs that do the configuration automatically.

Without proper record keeping, code becomes almost impossible to maintain if programmers leave the project. Note that computer tools can make record keeping, laboratory books etc, trivial — if they are used.

\((7)\) \textbf{If code is not usable, even if it is “correct,” it will not be used and interpreted correctly.}\n
Usability is an important consideration.\(^7\)\(^8\)\(^9\) Is the program usable by its intended users so they can obtain correct results? Often the programmers developing code know it so well they misjudge how easy it will be for anyone else to use it — this is a very serious problem for the lone programmer (possibly working in another country) supporting a research team. Usability is especially important when programs are to be used by other researchers and by non-programmers, including epidemiologists.

\((8)\) \textbf{Without using existing solutions (libraries, APIs, etc) reinventing code merely reinvents bugs.}\n
Reusing quality code (mathematical functions, database operations, user interface features, connectivity, etc) avoids having to develop it oneself, saves time and avoids the risks of introducing new bugs. The more code is reused, the more likely many people will have contributed to improving it — for example, reusing a standard database package will provide Atomicity, Consistency, Isolation, and Durability (so-called ACID properties) without any
further work (nor even needing to understanding what useful guarantees these basic properties ensure). Note that reusing code assumes the originators of the code followed good software engineering practice; equally, if the code being developed follows good software engineering practice, it too can be shared. Its quality improves through having scrutiny by the wider community, and in successful cases, leading to consensus on the methods. Indeed, reuse, scrutiny, consensus are the foundations of good science.

A special case of reuse is to use software tools to help with software development. The tools (if appropriately chosen) have been carefully developed and widely tested. Tools enable software developers to avoid or solve complex programming problems repeatedly and with ease.

(9) **Poor programmers often fix bugs rather than the causes of bugs: complexity and obfuscation.**

When a program doesn’t quite do what is wanted, it is tempting to add more features or variables, or to treat the problem as an “exception” and program around it — which inserts more code and, almost certainly, more bugs. This way lies over-fitting, a problem familiar from statistics (and machine learning). Programs can be made over-complex and they can then do anything; an over-complex program may seem correct by accident. Instead, the hallmarks of good science are that of parsimony and simplicity; if a simple program can do what is needed it is more likely to be correct. A simpler program is easier to prove correct, easier to program, and easier to debug. A special case of needing simplicity is when fixing bugs: instead of fixing bugs one at a time, one should be fixing the reasons why the bugs have happened. Generally, when bugs are fixed, programmers should determine why the bugs occurred, and thence repair the program more strategically.

(10) **International standards have been developed to support critical software development.**

To ensure adherence to best practice and, importantly, to avoid being unaware of relevant methodologies, professional software development projects adopt and adhere to relevant standards, such as ISO/IEC/IEEE 90003:2018. However, for safety-critical models or models of national policy significance, much stronger standards such as aviation software standards, such as RTCA DO-178C/EUROCAE ED-12C, commonly called DO-178C, will be more appropriate. Publications should then cite the standards to which their computer models comply.

Note that medical device regulation, which has its own standards, is lagging behind professional software engineering practice, and currently provides no useful guidance for critical software development.
(11) Other factors . . . .

Of course, there are many other factors to be considered for the development of critical code, such as using appropriate methods to ensure cybersecurity, particularly while also being able to download secure updates.

For pandemic modelling specifically, understanding the limitations of numerical methods (in particular, how numerical methods are affected by the choice of programming language) is critical. Hamming is considered a classic, but there is a huge choice available.

For reasons of space, the present paper does not discuss the issues raised by AI, nor the many very important, non-trivial social concerns, which have complex implications for professional software engineering, such as managing programming teams, data ethics, privacy, legal liability, and software as a matter in law, as in disputes over model results.

(12) Effective teamwork is essential because no individual has the capacity to develop non-trivial reliable software.

As this long list illustrates, Software Engineering is a complex and wide-ranging subject. Software engineering cannot be done effectively by individuals working alone, and that is without considering the complexities of the domain (in the present case, including pandemic modelling, mathematical modelling, public health policy, etc). Teamwork is essential.

Modern software is complex, and no one person can have the skills to understand all relevant aspects of all but the most trivial of programs. Furthermore, programming is a cognitively demanding task, and causes loss of situational awareness (that is, cognitive “overload” making one unable to track requirements beyond those thought to be directly related to the specific task in hand). The main solution to both problems is teamwork, to bring fresh insights, different mindsets and skills to the task.

Peer review of code is an essential teamwork practice in reliable program development; it is easy to make programming mistakes that one is unaware of, and an independent peer review process is required to help identify such unnoticed errors.

Almost all software will be used by other people, and user interface design is the field concerned with developing usable and effective software. A fundamental component of user interface design is working with users and user testing: without engaging users, developers are very likely to introduce quirks that make systems less usable (often less safe) than they should be. In short, users have to be brought into the software team too.

Additional references for Supplementary Information

References numbered 1–33 appear in the reference list in the main paper.


http://www.iso.org/standard/74348.html

[50] RTCA, *DO-178 — Software Considerations in Airborne Systems and Equipment Certification*,  
http://my.rtca.org/NC__Product?id=a1B360000U11cmwEAC


Data summary for recent papers

Legend:

* code may be available on request  
** some or all code directly accessible  
† only trivial comments  
‡ helpful comments explaining code, explaining intent rather than rephrasing the code  
§ uses code repository (typically GitHub)  
∆ uses data repository (typically Dryad, Figshare) for data or code

<table>
<thead>
<tr>
<th>Ref</th>
<th>Availability of data</th>
<th>Availability of code</th>
</tr>
</thead>
</table>

25
<table>
<thead>
<tr>
<th></th>
<th>On request (requested)</th>
<th>On GitHub, trivial comments, no documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>On request</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>On GitHub</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Following Twitter policy, data used in the generation of the algorithm is not available</td>
<td>Due to the sensitive and potentially stigmatizing nature of this tool, code not available</td>
</tr>
<tr>
<td>4</td>
<td>On request</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Nothing available</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Not available due to HIPAA compliance agreement but are available on reasonable request. Plans an open-source release of data and ML model summer 2020</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Not available due to patient privacy and lack of informed consent</td>
<td>No code available</td>
</tr>
<tr>
<td>8</td>
<td>Not available due to institutional restrictions on data sharing and privacy concerns</td>
<td>Empty GitHub repository</td>
</tr>
<tr>
<td>9</td>
<td>Not available as they have not been legally certified as de-identified. Data may be available by the time of publication by request</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Not available due to restrictions in the ethical permit, but may be available on request</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>No data</td>
<td>Minor documentation in supplementary material, no code</td>
</tr>
<tr>
<td>12</td>
<td>Not available due to patient privacy</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>△Data available on Dryad</td>
<td>Code and samples available in Rmarkdown</td>
</tr>
<tr>
<td>14</td>
<td>Restricted access – not available</td>
<td>Restricted access – not available</td>
</tr>
<tr>
<td>15</td>
<td>△Data available on Dryad</td>
<td>Code available. Minor comments</td>
</tr>
<tr>
<td>16</td>
<td>△Data available on Dryad</td>
<td>Commented code on Dryad</td>
</tr>
<tr>
<td>17</td>
<td>On request</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>No data required</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Data embedded in PDF</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>△Data available on Dryad</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>△Partial data on Dryad</td>
<td></td>
</tr>
</tbody>
</table>
No data required

23 Data cited, not all available

No code provided

24 △On Figshare

**On Figshare, large amount of disorganised and undocumented code

25 △Data on Dryad

No code provided

26 Data on various web sites

No code available

27 Data on request

“The coding used to train the artificial intelligence model are dependent on annotation, infrastructure, and hardware, so cannot be released.” (!) Algorithm (not code) available on request.

28 Data on request

*Python scripts can be requested

29 △Unspecified location on large website requiring registration

**§On GitHub, some documented Matlab code

30 Available to researchers who meet criteria for access to confidential data

Not available

31 Data conditional on approved study proposal

**§On GitHub, uncommented

32 Data on large websites

**§On GitHub, uncommented

Summary of data

Number of papers relying on code = 32 100%

Have some or all code accessible = 12 37%

Use code repository, e.g., GitHub (1 was empty) = 11 34%

Helpful comments = 5 16%

Trivial comments = 8 25%

No or uninsightful comments (e.g., copyright) = 19 59%

Some or all code on request = 8 25%

No code available = 12 37%

Use data repository, e.g., Dryad = 8 25%

Sampled papers


